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ABSTRACT 
Artificial neural networks are more powerful than any other traditional expert system in the classification of 

patterns, which are non linear and in performing pattern classification tasks because they learn from examples 

without explicitly stating the rules. Multilayered feed forward neural networks possess a number of properties, 

which make them particularly suited to complex problems. Their applications to some real world problems are 

hampered by the lack of a training algorithm which finds a globally optimal set of weights in a relatively short time. 

Genetic algorithms are a class of optimization procedures, which are good at exploring a large and complex space in 

an intelligent way to find values close to the global optimum. In this study, conversion of random weights into 

orthonormal weights (orthonormalisation) in feed forward network algorithm is proposed and also optimal number 

of orthonormalisation of weight is evaluated.  Orthonormal weight based artificial neural network algorithms not 

only succeed in its task but also outperforms the genetic algorithm. This success comes from orthonormal weights 

instead of random and genetic weights. This paper has documented the evolution and ultimate success of this 

algorithm using weather forecasting data.  
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     INTRODUCTION 
Artificial Neural Network (ANN) is an information processing paradigm, inspired by the way the biological nervous 

systems, such as the brain, process information. ANN is composed of a large number of highly interconnected 

processing elements (neurons) working in parallel to solve specific problems [1]. ANNs, like people, learn from 

examples. They cannot be programmed to perform a specific task.  ANN is configured for a specific application, 

such as pattern recognition or data classification, through a learning process. Learning in biological systems involves 

adjustments to the synaptic connections that exist between the neurons. This is true of artificial neural networks as 

well. A trained neural network can be thought of as an "expert" in the category of information it has been given to 

analyze. Self-organization in an ANN can create its own organization or representation of the information it receives 

during learning time, Real Time Operation that is ANN computations may be carried out in parallel. Special 

hardware devices are being designed and manufactured which take advantage of this capability, some network 

capabilities may be retained even after major network damage. 

 

ANN takes a different approach to problem solving than that of conventional computers. Computers could do things 

that we don't exactly know how to do. So ANN cannot be programmed to perform a specific task. The examples 

must be selected carefully otherwise time will be wasted or even worse the network might function incorrectly. The 

disadvantage is that because the network finds out how to solve the problem by itself, its operation can be 

unpredictable. 

 

In ANN, an artificial neuron is a device with many inputs and one output. The neuron has two modes of operation; 

the training mode and the testing mode. In the training mode, the neuron can be trained to fire (or not), for particular 

input patterns. Backpropagation algorithm is used to train the network in most of the neural network architecture.   
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In the testing mode, when a taught input pattern is detected at the input, its associated output becomes the current 

output. If the input pattern does not belong to the taught list of input patterns, the firing rule is used to determine 

whether to fire or not. ANN is very sophisticated modeling techniques capable of modeling extremely complex 

functions, because artificial neural networks are nonlinear. 

 

This paper describes a set of experiments with backpropagation algorithm performed on data from weather 

forecasting. Weather forecasting is the application of science and technology to predict the state of the atmosphere 

for a given location. Weather forecasts are made by collecting quantitative data about the current state of the 

atmosphere for a given place and using scientific understanding of atmospheric processes to project how the 

atmosphere will evolve in that place. Modern weather forecasting involves a combination of computer models, 

observation, and knowledge of trends and patterns [2]. Using these methods, reasonably accurate forecasts can be 

made up to five days in advance.  So in this study, an attempt has been made to analyze the performance of weather 

forecasting which helps to infer parameters for desired performance measures, using backpropagation algorithm of 

artificial neural network architecture with random, genetic and orthonormal weights.  

 

The motivations of this paper are to analyze the performance of weather forecasting, to study the optimal number of  

orthonormalisation in the backpropagation algorithm of ANN architecture by implementing orthonormalisation in 

weights, and to study the effectiveness of orthonormal matrix weights over weights evolved by genetic algorithm. 

The paper concludes with a section comparing, the better learning of backpropagation algorithms with orthonormal 

weights and the future possibilities. 

 

MATERIALS AND METHODS  
Artificial Neural Network 

Architecture of ANN is a set of very simple processing neurons with a high degree of interconnections between 

them and is able to learn and adapt to perform a specific task better, by modifying the strength of connections 

between the neurons. In ANN, units are connected to one another as shown in figure1.  

Figure 1. Artificial Neural Network Architecture 

There is a real number associated with each connection, which is called the weight of the connection. We denote W ij 

the weight of the connection from unit ui to unit uj as Wij . It is then convenient to represent the pattern of 

connectivity in the network by a weight matrix W whose elements are the weights Wij. A positive weight represents 

an excitatory connection whereas a negative weight represents an inhibitory connection. The pattern of connectivity 

characterizes the architecture of the network. Backpropagation algorithm is used to train ANN architecture. In this 

study, to train artificial neural network architecture, backpropagation training algorithm [3] with random, genetic 

and orthonormal weights are used. 

Artificial Neural Network Backpropagation Algorithm   

In backpropagation algorithm, the weights and threshold values for network are assigned as random, initially. Input 

values from a training set are presented to the network input layer neurons and the expected output values are 

declared within the qualified set. The number of hidden layer neurons are give an as input values. Output vectors are 

calculated using sigmoid function. The error between network input and the target of the learning set [4] is 

calculated. Then the weights of backpropagation neural network are updated through the process of propagating 
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backwards the error related to the output neuron’s results. The weights of neurons in hidden and output layers are 

adjusted using calculated error, until the training is completed.  

Step 1:  The initial weights for network in input and hidden layers are assigned as random values that are uniformly 

distributed over a small range. 

Step 2: Input values from a training set are presented to the network input layer neurons and the expected output 

values that are declared within the qualified set. The network hidden layer neurons then calculate their output. 

Calculate output vectors using sigmoid function. 
Step 3:  This is the step in which the weights of backpropagation neural network are updated through the process of 

propagating backwards the error related to the output neurons results. Calculate the error between network input and 

the target of the learning set. Adjust the weights of neurons in hidden and output layer by the value of ‘DELTA’ 

Step 4: Repeat step 2 and 3 for each vector in the learning set until ‘DELTA’ is acceptably low. When this 

terminating condition is reached, the training is completed and algorithm terminates. 

Artificial Neural Network with Genetic Algorithm 

A genetic algorithm (GA) is a search technique used in computing exact or approximate solutions to optimization 

and search problems. Genetic algorithms are categorized as global search heuristics. Genetic algorithms [5] are a 

particular class of evolutionary algorithms that use techniques inspired by evolutionary biology such as inheritance, 

mutation, selection, and crossover. 

 

A genetic algorithm operates as follows:  The population is initialized, using the procedure or randomly. The result 

of the initialization is a set of chromosomes. Each member of the population is evaluated. Evaluations may be 

normalized; the important thing is to preserve relative ranking of evaluations. The population undergoes 

reproduction until a stopping criterion [6] such as, a solution that satisfies minimum criteria or fixed number of 

generations or computation time reached, etc. is met. Reproduction consists of a number of iterations with 3 steps:  

(a) One or more parents with the highest evaluations are chosen to reproduce.  

(b) Selection, recombination and mutation are applied to the parents to produce children.  

(c) The children are evaluated and inserted into the population.  

 

In genetic algorithm, the entire population is replaced in each cycle of reproduction. When a genetic algorithm is run 

using a representation, operators can generate better children from good parents. The algorithm can produce 

populations of better individuals, converging finally on results close to a global optimum. Since genetic algorithms 

are excellent at searching a state-space, searching for ANN weights is an ideal application. Simply set up the genetic 

algorithm to evolve a string of floating point numbers within the range that you specify, that can be used as weights 

for the network. The biggest trouble in using a GA is specifying the range of the weights. 

Orthonormal 

 An orthogonal set of nonzero vectors {𝑢1, 𝑢2, … , 𝑢𝑛} is orthonormal if || 𝑢𝑖|| = 1, 𝑖 = 1,2, … , 𝑛.     (1)                

 If u and v belong to an inner product space V and v is not equal to zero, then the vector projection of u 

along v is   ((𝑢. 𝑣)/||𝑣||
2

)) ∗ 𝑣                        (2) 

Gram-Schmidt Theorem is a procedure to evaluate orthonormal matrix.      

Gram-Schmidt Theorem  

 Every finite-dimensional inner product space has an orthogonal basis [7, 8]. 

Proof: Let {u1,u2,…,un} be a basis of the inner product space V. Construct an orthogonal set {v1,v2,…vn} of 

vectors in V, which is a basis for V. Write v1=u1.  

To construct v2, subtract from u2 its vector projection along v1.So 

 v2 = u2 − ((u2. v1)/||v1||2) ∗ v1                         (3) 

This gives v2.v1=0 and so {v1,v2} is an orthogonal set.  

Now to construct v3, subtract from u3 its vector projections along v1 and v2. Thus  

 v3 = u3 − ((u3. v1)/||v1||2) ∗ v1 −               ((u3. v2)/||v2||2) ∗ v2                                       (4) 

This gives v3.v1=0=v3.v2. Hence, {v1,v2,v3} is an orthogonal set. Proceeding thus and using all the vectors u1,u2,…un, 

we construct the orthogonal set B={v1,v2,…,vn} 

where,vn = un − (
(un.v1)

||v1||
2 ) ∗ v1 − (

(un.v2)

||v2||
2 ) ∗ v2 − ⋯ 

 −((un. vn−1)/||vn−1||2) ∗ vn−1                                                                                                               (5) 
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The sequence {v1,v2,…,vn} is the required system of orthogonal vectors. 

         e1 =  
 v1

‖v1‖
,e2 =  

 v2

‖v2‖
 , ... , en =  

 vn

‖vn‖
                         (6) 

The normalized vectors e1, e2, e3, … , enform an orthonormal set. 

Orthonormal-Backpropagation Algorithm 

Back propagation is a systematic method for training multilayer artificial neural networks. It is a multi-layer forward 

network using extended gradient-descent based delta-learning rule. Back propagation provides a computationally 

efficient method for changing the weights in a feed forward network, with differentiable activation function units 

and to learn a training set of input–output examples. This training algorithm involves four stages, 

1. Initialization of weights     2. Feed forward 3. Back propagation of errors 4. Updating of weights and biases. 

During the first stage, which is the initialization of weights, some small random values are assigned [9]. It might 

influence the net to reach global minima of error and if so, it determines how rapidly it converges. If the initial 

weight is too large, the initial input signals to each hidden or output unit will fall in the saturation region where the 

derivative of the sigmoid has a very small value. If initial weights are too small, the net input to hidden or   output 

unit will approach zero, which then causes extremely slow learning. To get the best result the initial weights are set 

to random and then converted into orthonormal values using Gram-Schmidt orthonormalisation process in this 

orthonormal-backpropagation algorithm of artificial neural network.  

Orthonormal-backpropagation Algorithm 

Step 1: Input values of the training set(pi, di)are presented to the input layer neurons, where, pi =input values, 

di =desired output values for ith pattern. 

Step 2: Set the initial weights for neural network in input and hidden layers as random values that are uniformly 

distributed over a small range, learning rate η >  0 and an acceptable error value Emax. 

Step 3: Convert these random weights into orthonormal weights using Gram-Schmidt orthonormalisation process by 

             en = vn/‖vn‖                     (7) 

where,              vn = un − (
(un.v1)

‖v1‖2 ) ∗ v1 − (
(un.v2)

‖v2‖2 ) ∗ v2 −      …    − (
(un.vn−1)

‖vn−1‖2 ) ∗ vn−1               (8) 

Step 4: Calculate the activation of ith neuron in the input layer at tth iteration by 

               Xi =  pi (t)                  (9) 

 

Step 5: Calculate the activation of jth neuron in the hidden layer by 

               Xj
h = ∑ XiWij

h
i                 (10) 

where,  h - hidden layer,Wij
h - weight between the ith and jth neuron. 

Step 6: Calculate the output of jth neuron in the hidden layer by 

𝑌𝑗
ℎ = 𝑓𝑗

ℎ(𝑋𝑗
ℎ) =

1

1+𝑒
−𝑋𝑗

ℎ                             (11) 

Step 7: Calculate the activation of kth neuron in the output layer by 

  𝑋𝑘
𝑜 = ∑ 𝑌𝑗

ℎ𝑊𝑗𝑘
𝑜

𝑗                           (12) 

where,  o - output layer,𝑊𝑗𝑘
𝑜  - weight between the jth and kth neuron. 

Step 8: Calculate the output of kth neuron in the output layer by 

𝑌𝑘
𝑜 = 𝑓𝑘

𝑜(𝑋𝑘
𝑜) =

1

1+𝑒
−𝑋𝑘

𝑜              (13) 

Step 9: The network calculates the error, after the actual output 𝑦𝑗 of all output neurons has been found out. Steps in 

error calculation: 

 Start at the output layer neurons and work backward to the hidden layers. 

 Adjust the weight for the kth neuron in output layer by 

𝑊𝑗𝑘
𝑜 (𝑡 + 1) = 𝑊𝑗𝑘

𝑜 (𝑡) +  ∆𝑊𝑗𝑘
𝑜              (14) 

 ∆𝑊𝑗𝑘
𝑜 =  𝜂𝛿𝑘

𝑜𝑌𝑗
ℎ                           (15) 

               𝛿𝑘
𝑜 =  𝑌𝑘

𝑜(1 − 𝑌𝑘
𝑜)(𝑑𝑘 − 𝑌𝑘

𝑜)                       (16)    

 Adjust the weight for the jth neuron in hidden layer by 

𝑊𝑖𝑗
h(𝑡 + 1) = 𝑊𝑖𝑗

h(𝑡) + ∆𝑊𝑖𝑗
h              (17) 

 ∆𝑊𝑖𝑗
h =  𝜂𝛿𝑗

h𝑝𝑖                                         (18) 

               𝛿𝑗
h =  𝑌𝑗

h(1 − 𝑌𝑗
h) ∑ 𝛿𝑘

𝑜𝑊𝑗𝑘
𝑜

𝑘                 (19)      

http://www.ijesrt.com/


 
[Heren Chellam G, 5(8): August, 2016]  ISSN: 2277-9655 

IC™ Value: 3.00  Impact Factor: 4.116 

http: // www.ijesrt.com© International Journal of Engineering Sciences & Research Technology 

 [1000] 

 Calculate the error for the  ith pattern by 

                 𝐸𝑖 =  
1

2
∑ (𝑑𝑖𝑘 −  𝑌𝑘

𝑜)2
𝑘               (20) 

 Calculate total error for all patterns by 

𝐸 =  ∑ 𝐸𝑖𝑖                            (21) 

Step 10: If E > 𝐸𝑚𝑎𝑥 then i=1. Repeat from step 4 to 9 for each training vector in the training set to initiate the new 

training cycle, until the error for the entire set is minimized to permissible limit Emax. 

In orthonormal-backpropagation algorithm initial weights for input and hidden layer are taken as random at step 2 

and converted into orthonormal weight [10] using Gram-Schmidt process at step3. These converted values are taken 

as initial weights in input layer and hidden layer. Here conversion of random weight into orthonormal weight is 

performed only once in step 3 alone. After that, the input and hidden layers weights are calculated using feed 

forward technique of backpropagation algorithm. In this study Implementation of optimal number of 

orthonormalisation is also evaluated. 

 

RESULTS AND DISCUSSION 
Artificial Neural Network 

This work uses two sets of data approach. The first of these sets is the training set, which is used for the actual 

training of network and for determination of the network’s recall ability. The second data set is the testing data set, 

which is not used in the training process and is used to test the network level of generalization [11].  The different 

types of data are in bit string representation and are used in the training and testing of the networks. The bit strings 

represent the expected activation of the output neurons with regard to a pattern.  

The performance analysis of weather forecasting is done using backpropagation algorithm with random, genetic and 

orthonormal weights in ANN. Initializing the weight matrix in neural network algorithms plays important role in 

algorithm convergence (cycles). In the backpropagation training algorithm of ANN, the weight matrix is initialized 

using random values. In genetic algorithm, the weights are calculated using genetic technique. In this study 

orthonormal weights are used by converting random weights into orthonormal weight (orthonormalisation) in 

backpropagation algorithm of ANN, also evaluated optimal number of orthonormalisation.  

 

In the present study, weather forecasting is carried out based on data consolidated from meteorological experts and 

documents. To study the effective factors of weather forecasting, the basic input data for classification needs 

preprocessing. This procedure helps in the incorporation of factors: temperature, air pressure, humidity, cloudiness, 

precipitation, wind direction, wind speed and so on,in weather forecasting for neural network based classification.  

The inputs (factors) to the artificial neural network are in the form of 1 or 0 based on the presence or absence of the 

factors. In this study, the different types of weather forecasting are heavy rain, moderate rain and no rain. The output 

of the neural networks is in the form of 1 or 0, based on presence or absence of the types of weather forecasting.  

 

In this research work, the effective factors of weather forecasting are studied using backpropagation algorithm of 

artificial architectures with random, genetic and orthonormal weights. The neural networks are trained with twenty-

seven inputs (factors), and three outputs with samples of patterns collected from meteorological department. The 

number of inputs are limited and outputs are selected based on the advice of meteorological experts and documents. 

 

In weather forecasting, which uses backpropagation algorithm with random weight, the training is terminated after 

8236 cycles when an error goal of .01 is achieved. During testing, the neural network’s performance comes close to 

81% accuracy on every trial. When we use genetic algorithm to calculate weight, training is terminated after 5367 

cycles when an error goal of .01 is achieved with 84% accuracy. After converting random weight into orthonormal 

weight the training is terminated after 3978 cycles when an error goal of .01 is achieved with 84% accuracy. The 

experimental results are shown in the table 1. When orthonormal weight is used, the convergence cycle is minimized 

in the experimental results of weather forecasting. These results also prove that orthonormal-backpropagation 

algorithm performs better than traditional random and genetic weights. The better performance of orthonormal-

backpropagation algorithm in developing ANN architecture for weather forecasting is represented in figure 2 and 

figure 3. These experimental results also prove that execution time is minimized, because the number of cycles in 

training is reduced and orthonormalisation is done only once initially. 
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Table 1. Classification of Weather Forecasting in ANN 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. Better Speed (Cycles and System Time) of  Orthonormal- backpropagation in ANN 

 

                                                                                                                           

Figure 3. Performance (Accuracy) of Weather Forecasting in ANN 
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Identifying Optimal Number of  Orthonormalisation using Weather  Forecasting  

Optimal cycle for weight regulation using repeated orthonormalisation process in orthonormal-backpropagation 

algorithm of ANN is experimented in weather forecasting application. Optimal cycle for repeated 

orthonormalisation is evaluated by converting random weights into orthonormal weights using orthonormalisation 

process at 100thor 250th or500th or 1000th cycle in training of neural network.  When orthonormalisation is 

repeated, at 100th  cycle training is terminated after 4090 cycles, at 250thcycle training is terminated after 3106 

cycles, at 500thcycle training is terminated after 3935 cycles, at 1000th  cycle training is terminated after 3245 

cycles when an error goal of .01 is achieved with 95% accuracy. In this experiment also, during second time of 

orthonormalisation, improved convergence occursat250thcycle. So, optimal cycle for repeating orthonormalisation, 

the second time, according to the experimental results of weather forecasting is at250thcycle. The performance of 

repeated orthonormalisationin weather forecasting shows that repeated orthonormalisation, during the second time is 

better at 250thcycle when compared to performing orthonormalisation only once and represented in table 2 and  

figure 4. 

Table 2. Repeated Orthonormalisation Process in Weather Forecasting 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. Performance of Repeated Orthonormalisation Process of Orthonormal-backpropagation Algorithm 

in ANNin terms of Convergence (System Time and Cycles) 
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CONCLUSION AND SUGGESTION 
The experiments in this study illustrate the improvements gained by newly proposed orthonormal weights in neural 

network algorithms. The orthonormal weights performed better than random and genetic weights in artificial neural 

network algorithms. It was tested through the problem, performance evaluation of weather forecasting. At the 

second time of conversion from random weight to orthonormal weight(orthonormalisation), network quickly 

converges in weather forecasting.  The orthonormal weight neural network algorithms have been used to analyze the 

performance of weather forecasting and the parameters for the desired weather forecasting performance have been 

inferred. This work presents a solution obtained with the objective of better learning of backpropagation algorithm 

of artificial neural network using Orthonormal weights and optimal number of orthonormalisation. In future, 

orthonormal weight implementation can be experimented in various other neural network architectures.  
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